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This time we are going to see a recent breakthrough by Carmosino, Impagliazzo, Kabanets,

and Kolokolova [CIKK16] in which they gave a quasi-polynomial time learning algorithm with

membership queries for AC0[p] circuits for any prime p. Their approach is highly related to the

natural proofs [RR97] and hardness vs. randomness [NW94, IW01] framework. In this notes, we

will start with some background in computational learning theory to let people get a sense what is

the landscape we have right now. Next, we are going to see the high-level proof of [CIKK16]. In

the end, several key proofs will be provided and we will discuss the limitations and open problems.

1 Computational learning theory

In this notes, we focus on PAC learning1 for the uniform distribution. Let ε, δ ∈ (0, 1) and C
be a class of boolean functions, e.g., AC0, k-DNF, monotone functions etc., an algorithm A is a

(ε, δ)-learning algorithm for C if the following holds. For any f ∈ C,

• (with uniform samples) given samples of the form (x, f(x)) where x is uniformly sampled

from {0, 1}n,

• (with membership queries (MQ)) given access to an oracle for f ,

A outputs a circuit g such that with probability at least 1− δ,

Pr
x∈{0,1}n

[f(x) 6= g(x)] ≤ ε.

The running time of the learning algorithm is measured by T = T (n, 1/ε, 1/δ).

1.1 Overview of common approaches

There are two main approaches for classic learning algorithms: reducing to PTFs and Fourier

analysis.

Reducing to PTFs It has been well-known that there is polynomial-time learning algorithm for

constant degree PTFs. More generally, we have the following theorem.

Theorem 1 Let d ∈ N and ε, δ ∈ (0, 1). Let C be the class of boolean functions such that

every f ∈ C has a degree-d PTF. There exists a (ε, δ)-learning algorithm for C runs in time

poly(nd, 1/ε, log(1/δ)).

1Probably approximately correct learning introduced by Valiant [Val84].
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Many common classes of boolean function have been know to have tight connection to PTFs. For

instance, k-DNF, k-CNF, k-decision tree, and k-decision list all have degree O(k) PTFs. A seminal

work by Klivans and Servedio [KS04] showed that s-term DNF has degree O(n1/3 log s) PTF and

thus having sub-exponential time learning algorithm.

Fourier analysis If the Fourier spectrum of every function in a class is concentrated in small

number of coefficients, then there exists efficient learning algorithm for this class. Specifically,

when the Fourier spectrum is concentrated in low-degree coefficients, then the low-degree algorithm

(LDA) can efficiently learn the function with uniform samples. The quasi-polynomial time learning

algorithm for AC0 by [LMN93] is a class example.

When we do not know if the Fourier spectrum is concentrated in low-degree coefficients, the

Goldreich-Levin algorithm [GL89] still works, however, the resulting learning algorithm requires

membership queries. Class examples are polynomial-time learning algorithm for decision tree

of polynomial size by Kushileevitz and Mansour [KM93] and DNF of polynomial size by Jack-

son [Jac97].

1.2 Landscape of learning boolean functions

In Table 1, we summarize the current state-of-the-art learning algorithms for common classes of

boolean functions to the best of our knowledge. For simplicity, we omit the definitions of these

classes. Please refer to this lecture notes by Rocco Servedio for a comprehensive introduction.

Class Running time Reference Approach MQ?

PTFs2 of degree d nO(d) [BEHW89] Linear programming N

k-CNF, k-DNF, k-DT, k-DL poly(nk) [Val84] Reducing to PTFs N

DT of size s poly(nlog s) [Blu92] Reducing to PTFs N

DT of size s poly(n, s) [KM93] Fourier ([GL89]) Y

Monotone functions poly(n, s) [OS05] Fourier (LDA) N

s-term DNF poly(n, s) [Jac97] Fourier ([GL89]) Y

s-term DNF 2O(n1/3poly log(n,s)) [KS04] Reducing to PTFs N

AC0 npoly logn [LMN93] Fourier (LDA) N

AC0[p] npoly logn [CIKK16] Natural proofs Y

Table 1: Current state-of-the-art learning algorithms for common classes of boolean functions.

2 Learning algorithms from natural proofs

As we have seen in the previous section, most of the learning algorithms before [CIKK16] is either

reducing to PTFs or based on Fourier analysis. [CIKK16] proposes a general and naive framework

of learning algorithm based on the famous natural proofs and hardness vs. randomness framework.

In this section, we are going to sketch the high-level idea without assuming any background in

natural proofs and hardness vs. randomness framework.
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2.1 Natural proofs

Rudich and Razborov [RR97] introduced the notion of natural proofs to capture the lower bound

techniques people had been used. The important message from the so called natural proofs barrier

is that proving lower bound for complicated circuit family, e.g., P/poly,TC0, etc., is difficult

under certain mild cryptographic assumption. For more details on natural proofs, please refer to

another notes. Here, we will only define what is natural proof and see how one can use it to design

learning algorithms.

Let Fn,m := {f : {0, 1}n → {0, 1}m} to be the set of all boolean function of input length n and

output length m. For simplicity, we let Fn = Fn,1. We denote a family of function by using bold

face character such as f = {fn}n∈N where fn ∈ Fn for each n ∈ N. A property P = {Pn}n∈N is

a family of collection of functions where Pn ⊆ Fn for each n ∈ N. Semantically, P contains the

functions that satisfy the property.

It’s not difficult to see that to prove that a typical circuit class C does not contain a function

family f is equivalent to find a property P such that

• f ∈ P, and

• for any g ∈ C, g /∈ P.

Now, we define the notion of natural proofs without providing motivations. Please refer to the

other notes for intuition if interested.

Definition 2 Let Γ and Λ be two complexity classes and δ(n) be some function in n, we call a

property P = {Pn}n∈N is Γ-natural and C-useful with density δ(n) if the following conditions hold.

• (constructive) there exists a test T computable in Γ such that for any f = {fn}n∈N, T (fn) =

1 for all n ∈ N iff f ∈ P. Note that the parameter used in Γ is the size of the truth table of

fn, i.e., 2n.

• (largeness) Pfn←Fn [fn ∈ Pn] ≥ δ(n). Equivalently, |Pn| ≥ δ(n) · |Fn|.

• (usefulness) for any f ∈ C ∩ Fn, f /∈ Pn.

We say a proof is a natural proof if the property P involved in the proof can be efficiently

constructed and is non-negligibly large.

Definition 3 (natural proof) We say P is a Γ-natural proof for f /∈ C for some function family

f if f ∈ P and P is a Γ-natural against C with density 1/poly(n).

Lemma 4 There exist P-natural proofs against AC0 and AC0[p] for any prime p.

Before we state the main theorem of [RR97], we need one last definition.

Definition 5 (pseudorandom generator (PRG)) A function Gn : {0, 1}n → {0, 1}`(n) is a

PRG with hardness s(n), stretch `(n), and error ε(n) if G is computable in time poly(`(n)) and for

any circuit C of size at most s(n),

|P[C(Gn(Un)) = 1]− P[C(U`(n)) = 1]| ≥ ε(n),

where Un is the uniform distribution on {0, 1}n.
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Theorem 6 ([RR97]) Suppose there exists a P/poly-natural proof against P/poly, then there’s

no PRG against circuit of size 2n
ε

for any ε > 0.

As a remark, there are different forms of Theorem 6 in which other circuit families are considered.

The high-level idea of the proof of Theorem 6 is one-line: natural proof can serve as the distinguisher

for the PRG.

2.2 Hardness vs. randomness

Nisan and Wigderson [NW94] introduced the ground-breaking idea of hardness vs. randomness

framework which has great applications such as derandomization [IW01, IKW02, KI04], SAT al-

gorithm [Wil13], and learning [FK09, KKO13]. The idea is to reduce a hard function to a pseudo-

random generator (PRG) and the high-level idea is the following. First, let f be a hard function (on

average) in the sense that for every g ∈ C, for any n large enough, Pr[f(Un) 6= g(Un)] ≥ 1/2− 1/n

where Un is the uniform distribution over {0, 1}n. Here, think of C as a class of easy functions

such as AC0. Second3, consider an efficient transformation NW : Fn → Fn,m where m > n

such that (i) NW (f)(x) can be computed in poly(m, size(f)) for any x ∈ {0, 1}m and (ii) for any

g ∈ C, |Pr[g (NW (f)(Un)) = 1]− Pr[g(Um)]| ≤ 1/n. The transformation NW is also known as the

Nisan-Wigderson generator.

For now, let us temporarily forget about how to construct such transformation NW and focus

on how to prove such statement. That is, how to prove a transformation can make a hard function

into a PRG? The proof is by contradiction. Namely, suppose NW (f) is not a PRG and thus there

exists a distinguisher g ∈ C such that |Pr[g (NW (f)(Un)) = 1]− Pr[g(Um)]| > ε for some constant

ε > 0. The goal is to show that there exists h ∈ C such that f ≡ h with the help of g. Note that

here we implicitly hide the transformation of the parameters for the ease of reading. For interested

readers, Chapter 7 of this book [V+12] is a very good resource. See Figure 1.

Figure 1: Proof strategy in [NW94] for hardness vs. randomness connection.

To make the proof work, one can see that the construction of the transformation NW should be

(i) complicated enough so thatNW (f) preserves the hardness of f and (ii) simple enough so that one

can use a distinguisher for NW (f) to build a circuit for f . The Nisan-Wigderson designs achieves

this goal and even more has very flexible parameters. We will postpone the introduction of Nisan-

Wigderson designs to later section and the take home message for now is that the transformation

should be both complicated and simple at the same time.

3Note that this is exactly the definition of pseudorandom generator (PRG).
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2.3 Natural proofs + Nisan-Wigderson generator?

So far we have seen natural proofs, which can be thought of as a distinguisher for PRG, and

Nisan-Wigderson generator, which transforms an average-hard function to a PRG, what can we

do? Especially, what do they relate to learning algorithm for AC0[p]?

A very rough idea is th following. Feed the function f we want to learn into the Nisan-

Wigderson generator. Next, use the natural proof for AC0[p] as a distinguisher and then utilize

the proof of hardness vs. randomness connection to get a circuit that approximates f . This idea is

very appealing though many parts are questionable.

• The input of Nisan-Wigderson generator should be an average-hard function, but here f ∈
AC0[p].

• During the reconstruction from the distinguisher to the circuit, what kind of information

about f is required?

• Is the output circuit sill in AC0[p]?

To answer these questions, we need to dig into the literature a little bit more. As a quick

answer, the first question can be resolved by the so called hardness amplification [Yao82] using

XOR and direct product. Though for p 6= 2, we cannot use the XOR construction and a similar

construction, which applies for all prime p,was proposed in [CIKK16]. The second question was

first answered by [IW01] in which Impagliazzo and Wigderson showed that uniform algorithm with

black-box queries to f is sufficient. Namely, this is basically a learning algorithm with membership

queries. The last question was answered in affirmative by [CIKK16]. They showed that the Nisan-

Wigderson designs can be implemented in AC0[p] for any prime p and thus the output of the

reconstruction is also in AC0[p]. See Figure 2.

Figure 2: Learning algorithm for AC0[p] in [CIKK16].

As we discussed above, the two main contributions of [CIKK16] are (i) showing that Nisan-

Wigderson designs can be implemented in AC0[p] and (ii) showing that hardness amplification can

be done in AC0[p] where p is a prime different from 2. Due to the limitation of preparation, here

we omit the details and interested reader can find the corresponding part in Theorem 2.12 and

Section 4.2 of [CIKK16] (ECCC version) respectively.

Page 5 of 7



TGINF Learning Algorithms from Natural Proofs Notes: Chi-Ning Chou

3 Limitations and open problems

One natural question after seeing the learning algorithm for AC0[p] above could be: can similar

approach work for AC0? Interestingly, the answer is no. In chapter 6 of [CIKK16] (ECCC version),

they provided proof of why Nisan-Wigderson designs cannot be implemented in AC0. The high-

level reason is that AC0 circuit has low average sensitivity while the characteristic function of

Nisan-Wigderson designs have high average sensitivity.

Finally, we conclude with some open problems.

• Can one make the learning algorithm deterministic4?

• Can one remove the requirement of membership queries in the learning algorithm?

• Is there a way to get nontrivial SAT algorithms from natural proofs5?
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